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ABSTRACT. Differential subordination and superordination results are obtained for mul-
tivalent meromorphic functions associated with the Liu-Srivastava linear operator in the
punctured unit disk. These results are derived by investigating appropriate classes of
admissible functions. Sandwich-type results are also obtained.
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1. Introduction

Let H(U) be the class of functions analytic in U := {z € C: |z| < 1} and H]a, n]
be the subclass of H(U) consisting of functions of the form f(z) = a + a,z™ +
ant12"t + o) with H = H[1,1]. Let ¥, denote the class of all meromorphic
p-valent functions of the form

(11) f@=5+ Y at 21
k=1—p
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that are analytic in the punctured open unit disk U* = {z € C : 0 < |z| < 1},
and let 3y := X. Let f and F' be members of H(U). A function f is said to be
subordinate to F, or F is said to be superordinate to f, written f(z) < F(z), if there
exists a function w analytic in U with w(0) = 0 and |w(z)| < 1 (2 € U) satisfying
f(z) = F(w(z)). If F is univalent, then f(z) < F(z) if and only if f(0) = F(0)
and f(U) C F(U). For two functions f,g € ¥,, where f is given by (1.1) and
g(z) = 5 + 220:1—;; brz*, the Hadamard product (or convolution) of f and g is
defined by the series

(fxg)(z) = — + Z abez® =: (g% f)(2).
k=1-p
Foraj € C (j =1,2,...,0) and g; € C\ {0,-1,-2,...} ( = 1,2,...,m), the
generalized hypergeometric function (Fy, (a1, ..., 00501, .., Bm;2) is defined by the
infinite series

s (oq)k...(al)k P
Fn(ay,...;ai561,. .0, mi 2) = ) o577
1 (Oé] (7] Bl B Z) kZ:O (Bl)k(ﬂm)k k!

(I<m+1;l,meNy:={0,1,2,...}),
where (a),, is the Pochhammer symbol defined by

Mt [ 1 (n =)
(a)y = () _{a(a+1)(a+2)...(a+n—1), (neN:={1,2,3...}).

Corresponding to the function
hp(ala cee 7al;ﬂ17 e aﬁ’n’uz) = Z_p lFm(ala e aal;ﬁla e aﬁm;z)a

the Liu-Srivastava operator [17, 18] ffél’m)(al, oo By Bm) B, = By s
defined by the Hadamard product

H ™ (0, s By B ()= h(ah--- ai; Bry .- Bms 2) * f(2)

_ —  ()kip--()hyp ax2®
(12) = 2 Gor Golens Gt )

k=1—p

For convenience, (1.2) is written as

ﬁzll’m[/gl]f(z) = f[]()l,m) (O[l, B al;ﬁly e aﬂm)f(z)

Various authors have investigated the Liu-Srivastava operator where (1.2) is framed
using the notation Hzl;m[al] f(2). Their works exploited the recurrence relation in-
volving the parameter «; in the numerator satisfying

arHY™[ag +1)f(2) = 2[HY™ 0] f(2)) + (o + p)HE™ o] f(2).
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The parameter 3; in the denominator also satisfies a recurrence relation. Denoting
(1.2) by HE™[B1]f(2), it can be shown that

(1.3) BLHL™(B1] f(2) = 2[HE™ By + 1) (2)] + (B + p)HL™[B1 + 1] f(2).

The analytic analogue of the Liu-Srivastava operator known as the Dziok-Srivastava
operator with respect to the parameter 31, was first investigated by Srivastava et al.
[24], and more recently by Ali et al. [3]. However, the Liu-Srivastava operator for
the parameter 51 given by (1.3) for functions f satisfying (1.1) seems yet to be inves-
tigated. Special cases of the Liu-Srivastava linear operator include the meromorphic
analogue of the Carlson-Shaffer linear operator £,(a,c) := fII(?’l)(l, a; c)[14, 16, 27],
the operator D"*1 := L,(n+p,1), which is analogous to the Ruscheweyh derivative
operator [26], and the operator

Cc

Jep =

/Z ttP=Lf(#)dt = Ly(c,e+ 1) (e>0)

zctp 0

studied by Uralegaddi and Somanatha [25]. It is clear that the Liu-Srivastava
operator investigated in [11, 22, 23] is the meromorphic analogue of the Dziok-
Srivastava [12] linear operator.

To state our main results, the following definitions and theorems will be re-
quired.

Denote by Q the set of all functions ¢ that are analytic and injective on U\ E(q),
where

E(q)={¢eoU: giglCQ(Z) = oo},

and are such that ¢’(¢) # 0 for ¢ € OU \ E(q). Further let the subclass of Q for
which ¢(0) = a be denoted by Q(a) and Q(1) = Q;.

Definition 1.1([19, Definition 2.3a, p. 27]). Let Q be a set in C, ¢ € Q and n
be a positive integer. The class of admissible functions ¥,,[€2, ¢] consists of those
functions v : C* x U — C satisfying the admissibility condition 9 (r,s,t;2) ¢ £
whenever r = ¢(¢), s = k(q'(¢), and

Re (i + 1) > kRe <C§,/;g) + 1) ,

z €U, (e€dU\ E(q) and k > n. We write ¥4[Q, ¢] as Y[, q].

In particular when ¢(z) = M%fg‘;, with M > 0 and |a| < M, then ¢(U) =
Uy :=A4w : |w| < M}, q0) = a, F(q) = 0 and g € Q(a). In this case, we set
U,[Q,q] := U,[Q, M, a], and in the special case when the set Q = Uy, the class is

simply denoted by ¥,,[M, a].

Definition 1.2.([20, Definition 3, p. 817]). Let Q be a set in C, ¢ € HJ[a,n] with
q'(z) # 0. The class of admissible functions W/ [€2, ¢] consists of those functions
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¥ : C3 x U — C satisfying the admissibility condition 9 (r,s,t;¢) € £ whenever

r=gq(z),s = 7zq;rgz)7 and

Re (Z + 1) < %Re (Z;’,ZS) + 1) :

z2€U, ¢ €0U and m > n > 1. In particular, we write U}[Q, q] as ¥'[€, q].

For the above two classes of admissible functions, Miller and Mocanu [19, 20]
proved the following theorems.

Theorem 1.1([19, Theorem 2.3b, p. 28]). Let ¢ € ¥,,[Q, q] with ¢(0) = a. If the
analytic function p(z) = a + ap2™ + apy12" T + - satisfies

U(p(2), 2p'(2), 2" (2):2) € Q,
then p(z) < q(2).

Theorem 1.2([20, Theorem 1, p. 818]). Let ¢ € W/ [Q,q| with ¢(0) = a. If
p € Qa) and ¥(p(2),2p'(2), 22p"(2); 2) is univalent in U, then

QC {9(p(2), 20 (2), 2°p" (2);2) : 2 € U}

implies q(z) < p(z).

In the present investigation, the differential subordination results of Miller
and Mocanu [19, Theorem 2.3b, p. 28] are extended for functions associated with
the Liu-Srivastava linear operator ﬁé’m[ﬁl]. A similar problem was first stud-
ied by Aghalary et al. [1, 2], and related results may be found in the works of
4, 5,6, 78,9, 10, 13, 15]. Additionally, the corresponding differential superordi-
nation problem is also investigated, and several sandwich-type results are obtained.
Analogous results for analytic functions in the class associated with the Dziok-
Srivastava operator can be found in [3].

2. Subordination results involving the Liu-Srivastava linear operator
The following class of admissible functions will be required in the first result.

Definition 2.1. Let € be a set in C and ¢ € Q; NH. The class of admissible func-
tions ®[€2, g consists of those functions ¢ : C3 x U — C satisfying the admissibility
condition

(u,v,w; 2) ¢ Q
whenever

= BCd () + (B +1)a(C)
- B1+1

(G ) 2one (S5

uzq((), (/61 EC\{O’_L_2""})7
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z€U, (€dU\ E(q) and k > 1.

Choosing ¢(z) = 1+ Mz, M > 0, Definition 2.1 easily gives the following
definition.

Definition 2.2. Let Q be a set in C and M > 0. The class of admissible functions
® 5[, M] consists of those functions ¢ : C* x U — C such that

i0
k+51+1M6i971+L+(ﬁ1+1)(2k+51)M€
B +1 Bi(B1+1)
whenever z € U, 6 € R, Re(Le™®) > (k — 1)kM for all real 6, 8, € C\
{0,-1,-2,...} and k > 1.

In the special case Q = q(U) = {w : |w—1| < M}, the class @[, M] is simply
denoted by @ g [M].

(2.1) ¢ (1 + Me?, 1+ ;z> Z 0

Theorem 2.1. Let ¢ € ®y[Q,q]. If f € X, satisfies

(2.2) {qb(zpﬁzl;m[ﬂl +2]f(2), zpflll;m[ﬁl +1]f(2), zpﬁzl;m[ﬁl]f(z); z) : zEU} cqQ,

then B
PH™ B+ 2)f(2) < q(2), (2 €).

Proof. Define the analytic function p in U by
(2.3) p(2) = 2PHE™ By + 2] £ (2).

In view of the relation (1.3), it follows from (2.3) that

(2.4) PHY™ (B +1]f(2) = [(B1 + D)p(2) + 20/ (2)]-

1
81 +1

Further computations show that

23)  FEBIIE) = 5ol )+ 26+ D 6]+ pla)
Define the transformations from C3 to C by

B s+ (Bt 1D)r _t+2(B1+1)s 4 (B1) (B + 1)
(26) et S+l v Bi(B1+1) -
Let

Y(r,s,t52) = ¢(u,v,w;2)
B s+ B+ 1)r t+2(81+1)s+ (B1)(Br+ )r )
(2.7) = ¢<r, B il EXCES) iz -
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From (2.3), (2.4) and (2.5), Equation (2.7) yields

(2.8) D(p(2), 2p'(2), 2°p" (2); 2)
= 6 (P HL™ B+ 201 (=), 2 HE™ (B + 11 (2), 2 H " [ (2); 2)
Hence (2.2) becomes
V(p(2), 20/ (2), 2°p" (2); 2) € Q.

To complete the proof | it is left to show that the admissibility condition for ¢ €
D[, ¢ is equivalent to the admissibility condition for ¢ as given in Definition 1.1.

Note that . Bi( )
oWz w 1
S + (’U _ ’LL) ( /61 + )a
and hence ¢ € ¥,,[Q, ¢]. B
By Theorem 1.1, p(z) < q(z) or 2PHL™[B1 + 2] f(2) < q(2). O

If Q # C is a simply connected domain, then Q = h(U) for some conformal
mapping h of U onto Q. In this case the class @y [h(U),q] is written as ®g[h, q].
The following result is an immediate consequence of Theorem 2.1.

Theorem 2.2. Let ¢ € ®ylh,q] with ¢(0) = 1. If f € ¥, and 81 € C\ {0, -1,
—2,...} satisfies
(29) o (PHE™ (81 +20£(2), 2 HL™ By + 11f(2), 2P HE™ [B1] £(2); 2) < h(2),

then B
PHS™ (B +21£(2) < q(2).

The next result is an extension of Theorem 2.1 to the case where the behavior
of ¢ on QU is not known.

Corollary 2.1. Let Q C C, ¢ be univalent in U and q(0) = 1. Let ¢ € Py, q,)
for some p € (0,1) where q,(z) = q(pz). If f € £, and

& (P HL™ By + 2f(2), 2P Hy™ By + 1 (2), 2 B [B1]f(2); 2) € Q2
then _
PH™ (B +2]f(2) < 4(2).
Proof. Theorem 2.1 yields zpﬁzl,’m[& +2]f(2) < gp(2). The result now follows from
the fact that g,(z) < q(2). O

Theorem 2.3. Let h and g be univalent in U, with q(0) = 1, and set q,(z) = q(pz)
and h,(z) = h(pz). Let ¢ : C* x U — C satisfy one of the following conditions:
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1. ¢ € ®ylh,q,) for some p € (0,1), or
2. there exists po € (0,1) such that ¢ € ®g[h,,qp) for all p € (po,1).

If f € ¥, satisfies (2.9), then zplflll,’m[ﬁl +2]f(2) < q(2).
Proof. The result is similar to the proof of Theorem 2.3d [19, p. 30] and is omitted.O

The next theorem yields the best dominant of the differential subordination
(2.9).

Theorem 2.4. Let h be univalent in U, and ¢ : C3 x U — C. Suppose that the
differential equation

(2.10) ¢ (a(2), 24 (2), 224" (2); 2) = h(2)

has a solution q with ¢(0) = 1 and satisfy one of the following conditions:
1. ¢ €9y and ¢ € Pylh,q|,
2. q is univalent in U and ¢ € ®ylh,q,] for some p € (0,1), or

3. q is univalent in U and there exists py € (0,1) such that ¢ € ®glh,,q,] for
all p € (po;1).
If f € £, satisfies (2.9), then

PHI™B +2)f(2) < q(2),

and ¢ is the best dominant.

Proof. Following the same arguments in [19, Theorem 2.3e, p. 31], the function ¢ is
a dominant from Theorems 2.2 and 2.3. Since ¢ satisfies (2.10), it is also a solution
of (2.9) and therefore ¢ will be dominated by all dominants. Hence ¢ is the best
dominant. a

Corollary 2.2. Let ¢ € Dy[Q, M]. If f € 3, satisfies
o (P HE™ (81 + 201 (2), 2 HE™ By +11f(2), 2 By [ (2);2) €
then B
LHB+2]f(2) — 1] < M.
Corollary 2.3. Let ¢ € Dy[M]. If f € X, satisfies

[ (=7 (81 + 20 (2), 2P Hy™ (81 + 11 (2), 2P Hy™ (311 (2); 2) = 1| < M,

then B
FH™ B +2]f(2) — 1] < M.
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The following example is easily obtained by taking ¢(u, v, w;z) = v in Corollary
2.3.

Example 2.1. If Ref; > — (% + 1) and f € X, satisfies
[P HL (8 + 11 (2) ~ 1| < M,

then

PHE™(By + 1 f(2) — 1‘ <M
forl=2,3,....
Corollary 2.4. Let M >0 . If f € X}, and

~m rrl,m L
| HE™ [y + 111 (2) = 2P H™ 6y + 20 (2)| < B+ 1]

then

P HY™(By + 2)f(2) — 1’ < M.

Proof. Let ¢(u,v,w;z) = v —u and Q = h(U) where h(z) = %Z, M > 0.

It suffices to show that ¢ € ®y[Q, M], that is, the admissible condition (2.1) is
satisfied. This follows since

E+B1i+1. L+ (B + 1)(2k + B1)Me' )’
B +1 Me™, 1+ Bi(Br+1) e

‘qﬁ (1+Mei9,1+
kM M

- Z )

181+ 1] — |81 + 1

zeU, 6eR, p; €C\{0,-1,-2,...} and k > 1. From Corollary 2.2, the required
result is obtained. O

Definition 2.3. Let € be a set in C and ¢ € Q; N JH. The class of admissible
functions ® g 1[€, g] consists of those functions ¢ : C* x U — C satisfying the
admissibility condition

d(u,v,w; z) & Q
whenever
e (41 o
w=d) =G ke —q P EEMO LR d O F0)
o (B+ Du p+1 5| _B41 L (4
i (v(ﬁ+2)—(ﬁ+1)u—vu{ v w 1} g 1>>’“R <qf<<> “)’

z€U, (€dU\ E(g) and k > 1.
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In the particular case g(z) = 1+ Mz, M > 0, Definition 2.3 yields the following
definition.

Definition 2.4. Let Q be a set in C and M > 0. The class of admissible functions
P .1[Q, M| consists of those functions ¢ : C* x U — C satisfying

(B + 1)1+ Me™)
(B1+1)— Me®(k+1)’

Bi(1+ Me)[By + 1 — Me(k + 1)) Z) ¢ 0
[Br+1— Me®(k+ 1)][B; — 2Me®®(k + 1)] — (1 + Mei®) (L + 2kMe®)’

10) (1—|—Mew7

whenever z € U, 6 € R, Re(Le™®) > (k — 1)kM for all real 6, 8, € C\
{0,-1,-2,...} and k > 1.

In the special case Q = ¢(U) = {w : |w — 1] < M}, the class &y 1[Q, M] is
simply denoted by @z 1[M].

Theorem 2.5. Let ¢ € p1[Q,q]. If f € X, satisfies

(211) { o ({fé’:[ﬁﬁ /(). {fg,»:wl +2(z) H}g;fl + 1]f(2);z> : ZeU} ca.
Hy™[Bi+2]f(2) Hy™"[Br+1]f(2)  Hpy™[Bi]f(2)

then _
Hy™ By + 3]/ (2)

HE™ By + 2)f (=)

q(2).

Proof. Define the analytic function p in U by

_ H B+ 3/(2)
Hy™ (B +2)f(2)

(2.12) p(z) :

This implies

() AHGB + 31 (=) 2Hy™ B+ 2/ ()

pz) T HTB () Hp" B+ 206 (2)
which from (1.3) yields

H (B +2£G) (Bt Do)

(2.13) ff;l{m[ﬂl +1]f(2) - B1+2—2zp'(z) —p(2) .

Further computations show that

(2.14) Hy™ (B +1]f(2) A
) rrl,m T Bi—2—-zp'(5)—p(2) _ zp'(2) _ [22p"(2)4+22p'(2)] _ 1’
Hy™[B1]f(2) 2 2 T Bt ()—p() L
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Define the transformations from C? to C by

(2.15) u=r, v= (B + r = b

- — g —’ T Bi4+2—s—r (t+2s) :
61+2 s—r : r _%_51+27577~_1

Let
(2.16)  (r,s,t;2) : = Pp(u, v, w; z)
1
= ¢ T, (Bl ha )T ) ﬁl 2.
Br+2—s—r Bit2-s—r s _ _(t42s)
™
The proof shall make use of Theorem 1.1. Using equations (2.12), (2.13) and (2.14)
in (2.16) yield

(2.17) Y(p(2), 2p' (2), 2°p" (2); 2)
:¢C%W&+ﬂﬂdiﬁﬂ&+ﬂﬂ@1ﬂﬂ&+ﬂﬂd,>
Hy™ B +2)f(2) H, '

B ) BB
Hence (2.11) becomes
W(p(2), 2p'(2), 2°p" (2); 2) € Q.

To complete the proof, the admissibility condition for ¢ € ® g 2[€2, ] is shown to be
equivalent to the admissibility condition for ¥ as given in Definition 1.1. Note that

Re(v(ﬁ+2)(€z_ﬁl—)kul)u—vu {ﬂjl _5_1] _le _1)’

and hence ¢ € U[Q, g]. By Theorem 1.1, p(z) < ¢(z) or

HL™ (81 +3)f(2)
Hy™ (81 + 2 f(2)

t
Z41=
s

As in the previous cases, if 2 # C is a simply connected domain, then Q = h(U)
for some conformal mapping h of U onto 2. In this case the class ®x1[h(U),q] is
written as @ 1[h, g]. The following result is an immediate consequence of Theorem
2.5.

Theorem 2.6. Let ¢ € Oy 1[h,q]. If f € £, satisfies

Hom By +31f() BLm[B) +20f(2) HE™ (8 + 1£(2)
¢ ~lm " m ' Slm iz | <h(z),
HY™ B+ 21f(z) Y B+ 1f(z) BE"[Bf(2)

then _
Hm (8, +31£(2)

Hy™ 81+ 2)f(2)

< q(z).
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Corollary 2.5. Let ¢ € @ 1[Q, M. If f € 3, satisfies

¢<ﬁyﬂm+ﬁv@)ﬁ?ﬂ&+ﬂﬁ@)ﬁfwﬁ+”ﬂ”¢>eﬂ
Hy" (B +2)f(z) Hy" B+ 1f(z) Bi"[Bf ()

then ~

H]la’m[ﬂl +3]f(2)

= -1
Hy™[B1 + 2] f(2)

< M.

Corollary 2.6. Let ¢ € Oy [M]. If f € ¥, satisfies

F(@ﬁWu&ﬁ@@“mﬁaw@@“%+”””m>—1<M7

Hy™ (31 +2)f (=) By 5+ 15() By (1 (2)

then _
HLm (8, +3)1(2)

= -1
Hp"[B1+2]f(2)

< M.

3. Superordination of the Liu-Srivastava linear operator

The dual problem of differential subordination, that is, differential superordi-
nation of the Liu-Srivastava linear operator is investigated in this section. For this
purpose, the following class of admissible functions will be required.

Definition 3.1. Let 2 be a set in C and ¢ € H with 2¢'(2) # 0. The class of
admissible functions ®’;[(2, q] consists of those functions ¢ : C3 x U — C satisfying
the admissibility condition

o(u,v,w; () € N
whenever
w=q(z), v=>94 ;(’Zﬁ IL) Va2 (5 e\ q0,-1,-2,..}),
NEACSON 1 g (22'(2)
e (T - ) < Dre (5 ).

z€eU,(€dU and m > 1.
Theorem 3.1. Let ¢ € O [Q,q]. If f €%, zpfle;m[ﬂl +2]f(2) € 91 and

6 (2 Hy™ 81+ 21 (2), P Hy™ (61 + 1) (2), 22 Hy™[81)£ (2 2)
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is univalent in U, then
(81) @ {o(H B2 (2), " By +11f(2), PHY 1) (2)32) 2 € U}

implies

a(z) < P HL™By +2)f(2).

Proof. From (2.8) and (3.1), it follows that
QC {¥ (p(2), 20/ (), 2°p"(2):2) s 2 € U}

From (2.6), it is clear that the admissibility condition for ¢ € ®/;[€, ¢ is equivalent
to the admissibility condition for ¢ as given in Definition 1.2. Hence ¢ € ¥ [€, q],
and by Theorem 1.2, ¢(z) < p(z) or

q(z) < zpﬁzl,’m[ﬁl +2]f(2). O

If Q # C is a simply connected domain, then Q = h(U) for some conformal
mapping h of U onto Q. In this case the class ' [h(U),q] is written as @', [h, q].
Proceeding similarly as in the previous section, the following result is an immediate
consequence of Theorem 3.1.

Theorem 3.2. Let ¢ € H, h be analytic in U and ¢ € ®ylh,q|. If f € 3y,
szIl,’m[& +2]f(2) € Q1 and

o (zpﬁzl;m[b’l +2]f(2), zpflll,’m[& +1]f(2), zpﬁzl;m[ﬂl]f(z); z) is univalent in U,
then

(32)  hlz) < o (PH™ (B + 20 (), P HE™ (51 + 1f (), 2P H™ (51 1(2); 2)

implies B
q(z) < 2PHy™ 51 + 2] f(2).

Theorem 3.1 and 3.2 can only be used to obtain subordinants of differential su-
perordination of the form (3.1) or (3.2). The following theorem proves the existence
of the best subordinant of (3.2) for certain ¢.

Theorem 3.3. Let h be analytic in U and ¢ : C> x U — C. Suppose that the
differential equation

$(a(2), 24'(2), 2%¢"(2); 2) = h(2)
has a solution g € Q1. If ¢ € Dy [h,q, f € X, zpffll;m[ﬁl +2]f(2) € Q1 and

6 (2 Hy™ B+ 20 (2), P HE™ [y + 11 (2), 2 Hy™ [81] £ (2); 2)
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is univalent in U, then
hz) = & (PHL™ B +20£(2), P B [y + 1f (), P Y™ [B1] f(2): =)
implies _
a(2) < 2PH,™[B1 + 2)f(2),
and q s the best subordinant.

Proof. The proof is similar to the proof of Theorem 2.4 and is therefore
omitted. |

Combining Theorems 2.2 and 3.2, we obtain the following sandwich-type theo-
rem.

Corollary 3.1. Let hy and q; be analytic functions in U, ho be univalent function
n ~U, g2 € Q1 with ¢1(0) = ¢2(0) = 1 and ¢ € Pylha, q2) NPy h1, q1]. If f € 5y,
LHL™[B +2]f(2) € HN Q1 and

¢@ﬁ&ﬂ&+mﬂ@¢ﬁ&wm+uﬂ@aﬁﬁﬂmvwﬁ%

s univalent in U, then
hi(2) < & (P HE™ 81 + 20 (), 2 HE™ 81 + 1f (), 2 HE™5111(2); ) < ha(2)

implies _
q1(2) < 2PH™ (81 + 2] f(2) < q2(2).

Definition 3.2. Let Q be a set in C and ¢ € 3 with 2¢'(z) # 0. The class of
admissible functions ®'; | [2, ] consists of those functions ¢ : C* x U — C satisfying
the admissibility condition

whenever

—a(2). b= m(B1 + 1)q(2) L
u=q(z), 7M&+m_ﬂﬂd_md@,(&€C\w,L 2,...}),

(B+1)u B+1 B B+1 1 2q" (2)
Re(v(/sw)—(ml)u—vu[ v ‘w‘l}‘ v ‘1>§mRe(q'<z> “)’
zeU, (€dU and m > 1.

Next the dual result of Theorem 2.5 for differential superordination is given.

Hy™ [B1+3]f(2)

!
Theorem 3.4. Let ¢ € @y ,[Q,q]. If f €5y, Ao 5,127 ()

€ 9y and

5 (%;’mwl +3)f(2) Hp"(By+2f() Hy" (B + 11 (2). )
Hy™ By +2)f(2) By (6 +10f(2) " Hy"[Bf(2)
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is univalent in U, then

53) ac { ’ ({I%’mwl +3f() {f%’mwl +2f() H;j;[ﬁl +1f (). ) e U}
Hy™[B1+ 2 (=) Hy"[Br+11f(z) Hy"[Bf(2)

implies B

Hy™ [y + 3£ (2)
Hy™ (1 + 2] (2)
Proof. From (2.17) and (3.3), it follows that

Qc{¢ (p(z)7zp’(z),z2p”(z);z) czeU}.

From (2.15), the admissibility condition for ¢ € @ ,[Q2,g] is equivalent to the
admissibility condition for ¢ as given in Definition 1.2. Hence ¢ € ¥’[(, ¢, and by
Theorem 1.2, ¢(z) < p(z) or

q(z) <

H™ (81 +3]f(2)

Hy™ (81 + 2] f(2)
If Q # C is a simply connected domain, then Q = h(U) for some conformal

mapping h of U onto Q. In this case the class @ ,[h(U), ¢] is written as ®%; , [h, q].

Proceeding similarly as in the previous section, the following result is an immediate
consequence of Theorem 3.4.

O

q(z) <

Theorem 3.5. Let ¢ € H, h be analytic in U and ¢ € @y [h,q]. If f € 5,

HY™ 81431 f(2) Ho™B143]f(2) HLY™Bi+2]f(2) HLY™[B1+11f(2) , ,
A arane © 0 and ¢<ﬁ,’e.”"[ﬁl+2]f<z>’ AL (6117 ()" HE (116 () Z) o
valent in U, then

he) < ¢<ﬁ;’mwl+3}f<z) HY™ (81 + 2)f(2) H,%le]f(z)_g)

Hy™[By+2f(2) Hy™"[By+10f(2)" Hy"[Bf(2)
implies

HY™ (B + 3£ (2)

Hy™ (B +2)f(2)

q(z) <

Combining Theorems 2.6 and 3.5, the following sandwich-type theorem is ob-
tained.

Corollary 3.2. Let hy and g1 be analytic functions in U, ho be univalent function
m U, q2 € Ql with ql(O) = QQ(O) =1 and ¢ S @H)l[hQ,QQ] n (I>/H’1[h1,q1]. Iff S Zp,

Hy™ 51431/ (2)

¢<H,évmwl+3]f<z> HY™[B1 +2]f(2) HE™[B1+1]f(2) )
rrl,m

Ao+ 2f() BB () B [BfG)
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is univalent in U, then

@WWH3U@)@WWH2V@%@mm+Hﬂ@w><M@
Hy™ B+ 2f(2) Hy" B+ 10f(2) Hy"[Bilf(z)

hl(Z) =< QZS <

implies B
Hy™ By + 3] f(2)
Hy™ (81 + 21 (2)

q1(z) < < q2(2).
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